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Abstract—Molecular communications emerges as a promis-
ing scheme for communications between nanoscale devices. In
diffusion-based molecular communications, molecules as infor-
mation symbols diffusing in the fluid environments suffer from
molecule crossovers, i.e., the arriving order of molecules is
different from their transmission order, leading to intersymbol
interference (ISI). In this paper, we introduce a new family of
channel codes, called ISI-free codes, which improve the communi-
cation reliability while keeping the decoding complexity fairly low
in the diffusion environment modeled by the Brownian motion.
We propose general encoding/decoding schemes for the ISI-free
codes, working upon the modulation schemes of transmitting a
fixed number of identical molecules at a time. In addition, the bit
error rate (BER) approximation function of the ISI-free codes
is derived mathematically as an analytical tool to decide key
factors in the BER performance. Compared with the uncoded
systems, the proposed ISI-free codes offer good performance
with reasonably low complexity for diffusion-based molecular
communication systems.

Index Terms—Molecular communications, diffusion, inter-
symbol interference (ISI), channel coding.

I. INTRODUCTION

ITH the advance in nanotechnology, nanomachines
have received much attention for applications in such
as biological systems. Since a single nanomachine has lim-
ited computational capabilities, a group of nanomachines are
usually assigned a specific task, and that requires communica-
tions between those nanomachines. Communications between
nanomachines is a challenging task—the traditional way of
communication through electromagnetic waves is mostly im-
practical and suffers from significant attenuation in fluid en-
vironments [1]. Molecular communications, using molecules
as an information carrier, has been considered a promising
solution [2]. Recently, molecular communications has been
studied by researchers from different disciplines, including
nanotechnology, biotechnology, and communication theory
[3]. Research efforts on evaluating and bounding achievable
information rates, i.e., channel capacity, of molecular commu-
nications under different system designs have been conducted
[3]-[6].
Due to the effect of channel and noise, channel coding has
been widely considered in wireless communications in order to
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ensure the communication quality. To approach the theoretical
limits of bit error rate (BER), it is widely agreed that com-
plicated channel coding schemes and codes with large block
size need to be applied. However, complex coding schemes are
impractical to be implemented in molecular communications,
where the size of components and the encoding/decoding com-
plexity are strictly constrained. Additionally, whether popular
channel codes for modern wireless systems still perform well
under the environment of molecular communications remains
an open question.

The purpose of this paper is to introduce a new family of
channel codes for diffusion-based molecular communications.
One-dimensional Brownian motion with drift is considered
to model the physical propagation process of molecules [7],
[8]. The transmitter of the diffusion-based molecular commu-
nication encodes information by defining different types of
molecules as different information, and every time it releases
one or more molecules as an information symbol. At the
receiving end, those molecules are gathered and the informa-
tion sequence is decoded according to the types of arrival
molecules. Due to diffusion, the traveling time of molecules
is a random variable and the molecules may not arrive in time
order. This may result in intersymbol interference (ISI), lead-
ing to wrong information decoding. In this paper, we propose a
new family of channel codes, called ISI-free codes, to mitigate
ISI in the diffusion-based molecular communication system.
Theoretical approximations of the BER performance of the
proposed ISI-free codes are derived.

A. Related Work and Contribution

In the history of channel code development, the error rate
performance has always been the main concern, and good error
correcting codes usually require complex decoding. Although
some reduced or low complexity decoding algorithms, such as
the syndrome decoding of some linear block codes (e.g., BCH
codes) [9], the Viterbi decoding of convolutional codes [9], the
iterative decoding of Turbo codes [10], [11] and graph-based
codes (e.g., low-density parity-check (LDPC) codes) [12],
[13], and the Berlekamp-Massey algorithm [9] and the list
decoding [14] of Reed-Solomon codes, have been developed,
we believe that these decoding algorithms are still too complex
for the applications of nano-communications, in which the
nanomachines have very limited computational capability. On
the other hand, in spite of the simple decoding rules of
Hamming codes and repetition codes [9], these codes do not
necessary provide good error correcting performance under

0733-8716/13/$31.00 © 2013 IEEE



858 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS/SUPPLEMENT — PART 2, VOL. 31, NO. 12, DECEMBER 2013

<«——— distance=d ——
transmitter receiver

s :
@ radius=r  drift velocity =v

—_—
System model.

Fig. 1.

the diffusion channel.

The philosophy of the research in this paper is that, when
designing channel codes for the different channel, we bear in
mind the principles of low decoding complexity. The main
contribution of this paper is thus the proposal of families of
channel codes that have good performance and low decoding
complexity for diffusion-based molecular communications. In
[15], we have introduced the ISI-free (4,2,1) code. In this
paper, two families of ISI-free codes are constructed. Proper-
ties of crossover probability are discussed in order to give a
design guideline for good channel codes for diffusion channel.
In addition, coded-modulation and the improved codeword
assignments are discussed.

B. Organization

The remaining sections are organized as follows. The sys-
tem model is described in Section II. In Section III, ISI-free
codes are reviewed and the theoretical BER approximations
of the ISI-free codes are derived. Then in Section IV, families
of ISI-free codes are introduced. Section V shows how to
improve the performance of ISI-free codes by optimizing
codeword assignments. In Section VI, decoding complexity
is discussed. In Section VII, numerical examples are shown.
Finally, conclusions are brought out in Section VIII.

II. SYSTEM MODEL

In this section, the Brownian motion channel model de-
scribing the diffusion process of molecules is reviewed, and
the relations between the process and the inverse Gaussian dis-
tribution are examined. The molecular communication scheme
adopted throughout this article is also introduced.

A. Brownian Motion Diffusion Channel

The system model is depicted in Fig. 1 [15]. We consider the
scheme that the molecules diffuse in an infinite one-dimension
dilute fluid environment. The model of Brownian motion with
drift is adopted to describe this physical propagation process
of molecules [7], [8]. We assume that there is only a pair
of transmitter and receiver with zero volume, and they are
separated by a distance d with locations fixed. The molecules
released from the transmitter diffuse with a drift velocity v > 0
toward the receiver. We also assume that all the molecules are
of the same radius r, never deteriorate, are perfectly absorbed
and removed from the fluid once they reach the receiver.
No background noise due to other molecules is assumed to
happen.

From fluid mechanics, the diffusion coefficient D in dilute
solutions is [16]

kB Ta

p— l
6mnr’ @

where kp is the Boltzmann constant, T, the absolute tem-
perature, and 7 the viscosity constant, whose value depends
on the liquid type and its temperature. The traveling time of
molecules from the transmitter to the receiver is the first hitting
time, whose probability density function (PDF) is [17]

d . _<d7u2>2
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The random variable ¢ in (2) follows the inverse Gaussian
distribution IG(u, \), where p is the mean and ) is the scaling
parameter. Its PDF is defined as

A —A\(t—p)?
fzc(t;u,k)=\/2m3e)<p( (mm ),t>0, 3)

and its cumulative distribution function (CDF) is known as
(18]
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where Q(-) is the @-function defined as
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Comparing (2) and (3), we obtain y = d/v and X\ = d*/(2D).
From (4), the CDF of the first hitting time distribution at the
receiver is therefore

Fd(t):{Q(d;gt)Hde(d%i) MG

“
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B. Molecular Communication Scheme

Different  diffusion-based molecular communication
schemes have been proposed by carrying information on
the number, the type, the inter-transmission duration of
molecules, and the combinations of the above schemes [4],
[7], [19], [20]. In this paper, we use two distinguishable
kinds of molecules to represent information bit O and bit 1
respectively. At the beginning of every fixed transmission
interval, an odd number m of molecules of the same type,
depending on its input being bit 0 or bit 1, are transmitted.
We call the system modulation-m (M-m) when referring to
transmitting m molecules at a time. In an uncoded system,
the receiver gathers m molecules and takes the majority
vote to determine which bit has been sent, and outputs an
information sequence of 0’s and 1°s. We consider the scheme
of m = 1, ie., M-1, everywhere in this paper except in
Section IV-C.

ITI. ISI-FREE (n,k,¢) CODES

In the molecular communication system that we consider,
different types of molecules represent different information
symbols. When the arriving order of molecules is differ-
ent from their transmission order, we call this phenomenon
crossover. For the M-1 system, only one molecule is sent at a
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Fig. 2. Encoding of the ISI-free (4,2,1) code [15].

fixed transmission interval, and a level-¢ crossover is defined
to be the crossover of two molecules sent ¢ transmission
intervals apart. The intersymbol interference (ISI) resulting
from the crossovers may lead to bit errors. In [15], we have
proposed a new class of channel codes, namely, ISI-free codes,
to remove ISI caused by any number of crossovers up to level-
¢. An ISI-free (n,k,¢) code maps a k-bit information to an
n-bit codeword, where £ is called the ISI-free level. The ISI-
free (4,2,1) code was explicitely shown in [15] to give an
example.

In this section, first the ISI-free (4,2,1) code and the
theoretical approximations of BER performance are reviewed.
Then, more ISI-free (n, k,¢) codes are introduced and more
mathematical treatments about the BER approximations are
provided.

A. Code Construction

The crossovers can be classified into two categories: the
crossovers from the contiguous codewords and the crossovers
within a codeword. To eliminate the crossovers up to level-¢
between the contiguous codewords, codewords in the ISI-free
(n,k,1) codes have ¢ identical bits in the beginning and ¢
identical bits in the end. Each k-bit information is assigned
two different codewords, one starting with ¢ 0’s and another
starting with ¢ 1’s. According to the last bit in the previous
codeword, one of the two codewords representing the outgoing
information is transmitted to make every contiguous two code-
words connected by either 2¢ 0’s or 2¢ 1’s. To eliminate the
crossovers within a codeword, the permutation sets from every
codeword under all possible crossovers up to level-¢ should
be disjoint. To give an example, an ISI-free (4,2, 1) code has
been introduced in [15] with the codeword assignments shown
in Table 1. The encoder of the ISI-free (4,2,1) code is best
illustrated by a state diagram as shown in Fig. 2(a). To choose
which codeword to send, the next state is determined by the
last bit of the previous codeword. An illustrating sequence
is shown in Fig. 2(b): starting with state 0, the information
sequence {10, 00, 01, 11} is encoded as {0011, 1111, 1000,
0111}. Since the last bit of the codeword “0011” is “1”, the
encoder chooses “1111” from the two possible codewords
(“0000” and “1111”) of the information bits “00”. One can
easily check why “1000”, instead of “0001”, is chosen as
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TABLE I
CODEWORD ASSIGNMENTS OF THE ISI-FREE (4, 2, 1) CODE AND THEIR
LEVEL-1 PERMUTATIONS.

Information | Codeword Level-1 Codeword Level-1
bits starting permutation starting permutation
with 0 with 1
00 0000 0000 1111 1111
01 0001 0001, 0010 1000 0100, 1000
10 0011 0101, 0011 1100 1100, 1010
11 0111 0111, 1011 1110 1101, 1110

the codeword of the next information sequence “01”. The
decoding rule of the ISI-free (4,2,1) code is as follows:
calculate the remainder of the number of 1’s in the received
codeword divided by 4, i.e., mod(number of 1’s, 4), and then
convert it to binary expression. This decoding rule is very
simple and suitable for molecular communications due to the
low complexity requirements.

It is possible to construct ISI-free codes with higher code
rates by modifying the construction rules to allow the permu-
tation sets from the two codewords of the same information
bits to be not disjoint. We define two codewords as a com-
plementary pair (CP) if the intersection of their permutation
sets is not empty. The qualified ISI-free codes are the ISI-free
(4,2,1) code, the ISI-free (5,2,2) code, the ISI-free (7,4,1)
code, and so on. The codeword assignments of the ISI-free
(5,2,2) code when CPs are applied, for example, are shown
in Table II. The decoding rule for the ISI-free (5,2,2) code
involves only the counting of the number of 1’s in the received
codeword. Denote the number of 1’s in the received codeword
as a. If a < 3, the information bits are a (in decimal);
otherwise, they are 5 — a (in decimal).

The codeword assignments of the ISI-free (7,4, 1) code are
provided in Table III, and the decoding rule of the ISI-free
(7,4,1) code is shown in Algorithm 1.

The proposed decoder for the ISI-free (7,4,1) code is
constructed manually in order to make the decoder as simple
as possible to implement (but with decent performance). The
decoding procedure is explained as follows. First of all, the
seven bits of the received sequence are separated in time order
into five parts with sizes 2, 1, 1, 1, and 2, respectively. In each
part, the decoder counts the number of 1’s and records them
as aj, ag, as, a4, and as. For example, if the receiver receives
the sequence “0100111”, a1, a2, as, ay4, and as will be 1,
0, 0, 1, and 2, respectively. Also, denote ¢ as the decoded
result (information bit in decimal). In line 1 of the decoding
algorithm, “a” is the number of bit 1 in the sequence. In
lines 3-4, if a is larger than 3, a., a;, as, as, a4, and as
are modified into their maximum possible values minus their
current values, which are 7—a., 2—a1, 1 —as, 1 —as, 1 —ay,
and 2 — as, respectively; otherwise, they remain unchanged.
Since every non-CP is composed of its codeword starting with
0 and its bit-complement, the subtractions at line 4 serve to
decode a codeword and its bit-complement the same. Note
that since line 4 also affects CP’s, the value “a” may be
needed. In the following, we show how the permutation set of
every codeword is decoded. For the codewords “0000000” and
“I1111117, their permutation sets contain only themselves.
Since a. = 0 for this case, ¢ = 0 (line 5). For the codewords
with information 1, 2, and 3 in decimal, they contain only
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Algorithm 1 DECODING RULE OF ISI-FREE (7,4, 1) CODE
Input: Separate seven bits of the received codeword in time
order into five parts with sizes 2, 1, 1, 1, and 2, respec-
tively. In each part, count the number of 1’s and record
them as ay,as,--- ,as.
Output: ¢ as information bits in decimal.
1: a<a; +as+as+aq+ as
2: a. < a // subscript ¢ means “complementary” here
3: if a > 3 then
4: a4+ T—ac a1 2—ay; a2+ 1—as; a3+ 1—as;
ag 1 —ay; a5+ 2—as
5: end if
6: if a. = 0 then
7. 140
8: else if a. = 1 then
9 i< 14+2a1+a5//i=1,2,0r3
10: else if a. = 2 then
11: i< 6—(ags+as)//i=4,5 o6
12 if a4y + a5 # 2 and a > 3 then
13: 141+ 2// shifti=5toi=T7Tandi=6tos =238
14:  end if
15: else // i.e., a. = 3
16:  if a1 +as = 0 then

17: 149

18:  else

19: if a4 = 1 and a5 = 1 then

20: i+ 12

21: else

22: i+ 10+as5 // i =10, 11, or 12
23: end if

24: if a > 3 then // ie., a =4

25: i< 1+ 3//shifti =10 to 13 and i = 12 to 15
26: end if

27:  end if

28: end if

29: return ¢

one or six 1’s, and thus a. = 1. By observing that the
level-1 permutation set of the codeword “0001000” contains
“0010000”, “0001000”, and “0000100”, we obtain (a1, as) =
(0,0); for the codeword “1110111”, (a1,as) = (0,0) as well.
Similarly, for the codewords with information 2 and 3, we
obtain (a1,as) = (0,1) and (a,as) = (1,0). Therefore, we
conclude that : = 14+2a1 +as5 (line 8). For the codewords with
information bits 4, 5, 6, 7, and 8 in decimal, all the elements
in their permutation sets have a, = 2. It can be shown that
the corresponding values of a4 + a5 are now 2, 1, 0, 1, and
0, respectively. Thus, ¢ = 6 — (a4 + as) (line 10) for the
cases with information bits 4, 5, and 6 in decimal. For the
codewords with information bits 7 and 8 in decimals, it is
easy to observe that their permutation sets both lead to a = 5.
By the conditions in line 11 and line 12, ¢ is increased by
2, turning ¢ = 5 and ¢ = 6 into ¢ = 7 and ¢ = 8, and the
decoding is completed. For the codewords with information
9, 10, 11, 12, 13, 14, and 15, their permutation sets all lead
to a. = 3. The same trick can be applied for the rest part of
the algorithm.

TABLE II
CODEWORD ASSIGNMENTS OF THE ISI-FREE (5, 2, 2) CODE.

Information | Codeword| Level-2 Codeword | Level-2
bits starting permu- starting permu-
with 0 tation with 1 tation
00 00000 00000 11111 11111

01 00100 11011
10 (CP) 00011 01010,- - - 11000 01010,
11 (CP) 00111 10101, 11100 10101,

TABLE III

CODEWORD ASSIGNMENTS OF THE ISI-FREE (7,4, 1) CODE.

Information bits Codeword Codeword
starting with 0 starting with 1

0000 0000000 1111111
0001 0001000 1110111
0010 0000001 1111110
0011 0111111 1000000
0100 0000011 1111100
0101 (CP) 0100001 1000001
0110 (CP) 0110000 1010000
0111 (CP) 0111110 1011110
1000 (CP) 0101111 1001111
1001 0000111 1111000
1010 (CP) 0111000 1011000
1011 (CP) 0110001 1010001
1100 (CP) 0100011 1000011
1101 (CP) 0100111 1000111
1110 (CP) 0101110 1001110
1111 (CP) 0111100 1011100

B. Theoretical Approximations of BER

Now let us investigate the BER performance of the ISI-free
codes. Denote T3 and 75 as two independent random variables
of the first hitting time. Assume two molecules are sent at a
time interval ¢ apart, the probability that a crossover happens
between these two molecules is:

Pc(t) e P[TQ +i< Tl] = /Oo ]P)[Tl > u+ t]fd(u)du

PO (7)

- / Fi(u + 1) fa(u)du,
0

where Fy(t) = 1 — Fy(t), which is the complementary
CDF (CCDF) of the first hitting time. The bit error rate
(BER) of the ISI-free codes is approximated as BER ~
BER. + BERex; + BER;y,where BERre, BER e, and BER;,
are the BER accounting for only crossovers from the previous
codeword, from the next codeword, and within the same
codeword, respectively [15].

In [15], the throughput criterion has been established to
compare BER of channel codes with different code rate.
Different channel codes are compared under the same through-
put, rather than the same inter-transmission time. This is
because if the inter-transmission time of molecules is the same,
channel codes with lower code rate naturally enjoy better BER
performance at the cost of less throughput. Let T3 denote the
fixed period to send an information bit. Since the most likely
bit error happens due to a single level-(¢ + 1) crossover, the
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BER of an ISI-free (n, k, £) code (for the M-1 scheme) is [15]:

P.((¢+1)RTy) = equm P.((¢+1)RTy),
(®)
where R = k/n is the code rate, €pre> Enext and ey, are the co-
efficients of the terms P,((¢+1)RT}) in BER e, BERext and
BER;,, respectively, and egum = €pre + €next + €in 18 defined as
the ISI-free error coefficient. As will be studied later, P.(-) is
a function with an exponentially-decaying term in its product.
Therefore, for an ISI-free (n,k,¢) code, (£ + 1)R, defined
as the ISI-free index &, dominates the relative performance
between different ISI-free codes under the same information
bit rate (i.e., throughput 1/7},) when T}, is large. The ISI-free
indices of the ISI-free (4, 2, 1) code, the ISI-free (5,2, 2) code,
and the ISI-free (7,4, 1) code are 1, 8 =, and g, respectively.
To determine the ISI-free error coefficient of an ISI-free
code, one should derive the probability that a given codeword
is wrongly detected. Take the ISI-free (4,2,1) code as an
example. Denote C; ; as the codeword which starts with bit ¢
and represents the information bits in the j-th row in Table I,
where i € {0,1} and j € {0,1,2,3}.If we use C; to represent
both the codewords Cp ; and C j, then P[C; — Cj/], j # j',
denotes the probability that C; is detected as C).. Note that
this probability only accounts for the bit errors due to a single
level-(¢+1) crossover. From the BER analysis in [15] it can be

BER =~ (€pre+tenexi+€in)

shown that P[Cy — C1] = £ Po(T}), P[Co — C3] = §Pe(Ty),
]P)[Cl — OQ] = %Pc(Tb), ]P)[Cl — 02] = 5P (Tb) [02
C1] = LP.(Ty), P[Cy — 03] = 1P, (Tb) P[Cs — Co] =

LP.(Ty), and P[C5 — Cs] = 2P, (Tb) When Cj is detected
as C1, the information bits “OO” are decoded as “01”, and half
the bits are wrongly decoded. This means that the ratio of
information bits being wrongly detected, denoted as y(Cp —
Cy), is % Similarly, v(Cy — C5) = 1, v(C1 — Cp) = %,
’7(01 — 02) =1, "y(CQ — Cl) =1, ’}/(02 — Cg) = 3
v(Cs3 = Cp) =1, and v(C3 — C3) = 1. Since the probability
of having C; is 1/2*, the BER of the ISI-free (4,2,1) code
is approximately

1
o > (¢ = G )P
J#5’
The ISI- free error coefficient of the ISI-free (4,2,1) code is
therefore 3 g. Following similar procedures, the ISI-free error
coefficients of the ISI-free (5,2,2) code and the ISI-free

(7,4,1) code can be calculated as <= and 1157, respectively.

3
[C; — Cy] = ch(Tb). &)

C. Crossover Probability

The further study of P.(t) is needed since the crossover
probability is the key factor in the BER approximations of the
ISI-free codes. In this subsection, we first derive an asymptotic
equivalence of Fy(t), which will then be used to approximate
P.(t) and show the important role of the ISI-free index.

1) Asymptotic Equivalence of Fy(t): Two functions f(z)
and g(z) are said to be asymptotically equivalent if the ratio
f(x)/g(x) tends to unity when  — co. From (2), the CCDF
Fy(t) of the first hitting time at the receiver is

01 m0-a () - (5) ().
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The Q-function @(z) has the tight bounds' when z > 0:
1 e
Gy exp 2 .

1 1 z?
5 (1 — ;) exp (—7) <Q(z) <
(11)

However, neither of the two bounds can be used to get an
asymptotic equivalence of Fy(t) because the two terms in
(11) are asymptotic equivalence of each other?. Therefore,
a different approach must be taken to obtain the asymptotic
equivalence of F,(t). By definition, we have

= /too fa(z)dz < /tOO %fd(a:)da“
1 o0

B d (d—vx)? d
d < v (d — va?)?

The integral part of the last expression in (12) is equal to [21]

g v v? 1 v 2
/szc(x;g,ﬁ)dx FIG(t vk 2D>
Thus, we have
— d vt — dv vt+d
A < [0 (r)*exp(f)Q(ﬁ)]@

By substituting Q(x) with its upper bound in (11) when ¢ >
d/v, it becomes

(13)

(- d)?
4Dt
4D
~ _fd(t)7

v2

5)

which is an asymptotic equivalence of Fy(t).

2) Approximation of P.(-): We are interested in the behav-
ior of P.(t) when ¢ is very large. Now we approximate the
crossover probability in (7) as

t/
/ Fa) s + t)du, (16)
0
where ¢’ is chosen to be large enough to approximate the
integration well but still much smaller than ¢. For a large ¢
with u € (0,t"), by the following approximations,

L ~ i (17)
Vu+td VB
d? d?

exp [—7413(1‘ m t)] /2 exp <_—4Dt) ~1, (18)

!The bounds are both asymptotic equivalence of Q(x) because the ratio of
the two bounds tend to unity when z — oo.

2Consider, for example, the subtraction of x/(z? — 1) and z/(z2 + 1),
and 1/(z — 1) and 1/(x + 1) are their tight bounds, respectively. It can be
shown that /(22 — 1) — z /(2 + 1) = 2x/(z* — 1) is apparently not an
asymptotic equivalence of 2x/(x2 — 1), the subtraction of 1/(x — 1) and
1/(z 4+ 1), when z — oo.
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we obtain

.
Put) ~ /O fd(u)i—l; Falu + t)du

~ 2 ho | " Jatwyess (-2 au
4D [_ (V2 —1)dv

~ ?exp 5D ] fa(t) (19)

X /Otl fra (u;%, %) du
4D [_(\/5—1)@] ™

N~ eXp 5D
Thus, we prove that ISI-free codes with larger ISI-free index,
or larger (I + 1)R in (8), have better BER performance when
Ty is large. For example, by the order of their ISI-free indices,
we see that the ISI-free (5, 2, 2) code is better than the ISI-free
(7,4,1) code and the ISI-free (7,4, 1) code is better than the
ISI-free (4,2,1) code in terms of BER performance, regard-
less of the relations between their ISI-free error coefficient,
esum- Similar relations between the probabilities of multiple
crossovers and f4(t) and the corresponding ISI-free indices
will be brought out in Sec. IV-B.

IV. FAMILIES OF ISI-FREE CODES

The ISI-free codes presented in the previous section can
be generalized to three families whose ISI-free indices can be
arbitrarily high. By reducing the number of the identical ¢ bits
in the beginning of codewords, a new class of ISI-free codes
is discussed.

A. ISI-free (n,k,l) Code Family

1) Structure of ISI-free (n,k, L) codes: It has been shown
in Section III-B that the ISI-free index (¢4 1)R is the decisive
factor of the performance of ISI-free (n, k, £) codes. When the
ISI-free level ¢ is fixed, a higher code rate R results in larger
ISI-free indices. The ISI-free (7,4, 1) code could be regarded
as an attempt to find the ISI-free (n,k,¢) codes with higher
code rate at £ = 1. However, compared to the ISI-free (4,2,1)
code, the ISI-free (7,4,1) code has the following disadvan-
tages: (a) the codewords have less regularity, making it difficult
to find generalized ISI-free codes, and (b) the decoding rules
may still be too complex for molecular communications since
some codewords assigned to different information bits have
the same number of 1’s (or 0’s). Therefore, to have larger
ISI-free indices and simple decoding rules, we propose the
structures for the ISI-free (n, k, £) codes as follows.

For an ISI-free code with code rate k/n, there must have
2% codewords starting with £ 0’s and another 2% codewords
starting with ¢ 1’s. Consider only the 2¥ codewords with ¢
0’s in the beginning. We differentiate those 2* codewords
into three groups, each having ng, ni, and n, members such
that ng + ny 4+ n, = 2¥. The members of the first group are
the codewords called balanced codewords, within which the
numbers of bit O and bit 1 are equal. n; denotes the number
of codewords in this group, and ng and n; are the numbers of
unbalanced codewords that end with ¢ 0’s and end with ¢ 1’s,

respectively. The notation [ng, n1,n] is used here to denote
the structure of an ISI-free (n,k,¢) code. Note that we let
the 2% codewords have different numbers of 1’s to make the
decoding rules simple. We can see that the ISI-free (4,2, 1)
code and the ISI-free (5,2, 2) code have the structures [1, 2, 1]
and [2,2,0], respectively. As will be shown later, possible
structures are [m, m, 0], [m, m+1, 1], and [m, m+2, 2], which
are designated as family-I, family-II, and family-III of the ISI-
free (n, k,£) codes.

2) Families of ISI-free (n,k,l) codes: We first give an
example of the code construction of family-I with the structure
[m,m,0]. When k = 2, the structure is [2, 2, 0]. First, to have
two codewords both starting and ending with ¢ 0’s, we make
their numbers of 1’s as small as possible by choosing one
of them to be zero and the other to be one. With the fact
that the second codeword has one 1 and at least 2¢ Q’s, the
codeword length n cannot be less than 2¢4-1. Secondly, to have
two codewords starting with ¢ 0’s and ending with ¢ 1’s, their
numbers of 1’s must be at least £ and ¢+ 1, respectively. Since
the four codewords have different numbers of 1’s, ¢ must be
greater than one. To make n as small as possible, we choose
¢ = 2, and the only possible four codewords starting with £ 0’s
are “000007, “001007, “00011”, and “00111”. The other four
codewords starting with 1’s are assigned the 1’s complement
of the four codewords starting with 0’s: “11111”, “11011”,
“111007, and “11000”. Then we arrange the eight codewords
into pairs through putting together any two codewords either
with the same number of 1’s or with the sum of their numbers
being 5 (n = 5). Finally, every pair of codewords is assigned
to the information bits whose decimal form is equal to the
smaller number of 1’s out of the two codewords in the pair.
The resulting construction is the ISI-free (5,2, 2) code shown
in Table II.

For £k = 2 and ¢ = 3, one will get the ISI-free (7,2,3)
code with its four codewords starting with £ 0’s as “0000000”,
“0001000”, “0000111”, and “0001111”. Note that to reduce
the BER of the ISI-free codes, for the codewords ending with ¢
0’s, we should put all their 1’s in the middle; for the codewords
ending with ¢ 1’s, we should put all their 1’s in the end. For
the ISI-free (7,2, 3) code, its ISI-free index is £, which is less

desirable than the ISI-free index £ from the IéI-free (5,2,2)
code. Therefore, we should always choose the code with a
smaller /.

In general, the following relation holds for the ISI-free

(n,k,1) code family-I:
(n,k,0) = (3-28"1 — 1k, 2k 1), (20)

Example members of family-T are (2,1,1), (5,2,2), (11,3,4),
(23,4,8), (47,5,16), and so on. Note that although (2,1, 1) is
derived from (20), the ISI-free (2,1,1) code does not follow
the structure [1, 1, 0]. The decoding rule for the family-I codes
is: If @ < 28 — 1, the information bits are @ in decimal;
otherwise, they are n — a.

Following similar procedures, the ISI-free (n,k,¢) code
family-II with the structure [m,m + 1, 1] can be constructed
with

(n,k,0) = (3-2F"1 — 2,k 281 —1). 1)

Example members of family-Il are (4,2,1), (10,3,3),
(22,4,7), (46,5,15), and so on. Note that when k = 1, by
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TABLE IV
CODEWORD ASSIGNMENTS OF THE ISI-FREE (8, 3, 2) CODE.

Information bits Codeword Codeword
starting with 0 starting with 1
000 00000000 11111111
001 00001000 11110111
010 00000011 11000000
011 00000111 11100000
100 00001111 11110000
101 00011111 11111000
110 00111111 11111100
111 00111100 11000011

(21) one will get (1,1,0), which is an uncoded system and
not an ISI-free code. The ISI-free (4,2,1) code is shown in
Table 1. The decoding rule of the family-II codes is exactly
the same as that of the family-I codes.

For the family-III ISI-free (n,k,¢) codes following the
structure [m,m + 2,2], there are two balanced codewords
starting with bit 0. We make one of the codewords have all its
n/2 1’s exactly in the middle, and the other codeword have
all its 1’s in the last n/2 bits. Following the similar procedure
as in the family-I, except that the pair of balanced codewords
with n/2 identical bits in the center is assigned to the binary
expression of 2k _ 1 as its information bits, we obtain the
relation that holds for the family-III codes:

(n,k,0) = (3-2""1 —4,k,3-2"3 1), (22)

Family-IIT includes the member codes of (8,3,2), (20,4,5),
(44,5,11), and so on. The ISI-free (8,3,2) code, as an
example, is shown in Table IV. Note that due to the two
balanced codewords, the ISI-free level ¢ of the family-III codes
is limited to n/4, which is less desirable compared to the
family-I and the family-II codes. The decoding rule for the
ISI-free code family-III should cope with different information
bits that have n/4 1’s in their codewords. Let the number of
1’s in the first half of the received codeword as a;, and the
number of 1’s in the last half as ao, where a = a1 + aq. If
a > 2% — 2, the information bits in decimal is n — a. On the
other hand, if a < 2% — 2, two cases need to be considered:
if a =n/2 and |a; — az| < n/4, then the information bits in
decimal is 2F — 1; otherwise, it is a.

Besides the aforementioned structures, one can check that
the structures [m+1,m, 1] and [m+2,m, 2] are not desirable
since they will incur lower ISI-free indices than the structures
of [m,m+1,1] and [m,m + 2, 2].

In summary, the family-I and the family-II of the ISI-free
(n, k,£) codes have the ISI-free indices respectively equal to

& i

“gp o T

(23)

and

x 2k=1, (24)

Sr= 39T

with the family-I codes having slightly larger ISI-free indices
than those of the family-II codes with the same k. When
2% is large, the ISI-free indices of the two families can be
both approximated as % For the family-III codes, the ISI-free
index, derived as

3k x 2k—3

T

(25)
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is approximated by % when 2F is large. We can see that the
ISI-free indices of all the three families can be arbitrarily high.
While the family-IIT codes have smaller ISI-free indices and
therefore poorer BER performance, the family-I codes enjoy
the best performance among the three families.

B. ISI-free (n,k,t,s) Code Family

In this subsection, we consider multiple crossovers between
codewords, and conclude that in the previous level-¢ ISI-
free codes, it is unnecessary to have ¢ identical bits in the
beginning of a codeword. By redefining ISI-free levels and ISI-
free indices, we obtain the more powerful ISI-free (n, k, ¢, s)
codes.

1) Multiple Molecule Crossovers: When there are three
molecules mj, ma, and ms released subsequently at every
interval ¢, the probability that mg arrives first at the receiver
is

/OO Fy(u+t)Fy(u + 2t) fa(u)du. (26)
0

As in (19), it can be shown that (26) can be approximated by

(i—?) fa(t) fa(2t) exp [_(\f?’;%]. @7

In general, when the molecules mj, mao, -+, my are trans-
mitted one by one at every interval ¢, the probability that mpy
arrives first is

N _ >~ a AN :
PN@#)= [ fa(u) ][ Falu+ it)du (28)
0 i=1

~ <i—€>Nexp [_(\/ﬁ#] f[lfd(it)-
(29)

Let ©(-) be the big Theta notation. Since fy(t) is
in ©(t !exp (—Z—g ), we have that PN(t) belongs

8D
V2N(N+1)t
exp g\,—igD

t~1-5N when ¢ is large. Therefore, the expression PNt (v t) +
PNz (ast) can be approximated by PV (at) if apNo(No+1)
is larger than oy N7 (N + 1).

2) Definitions of ISI-free (n,k,{,s) codes: Different from
what we discussed in Section III, here a level-¢ ISI-free code
guarantees that ¢ is the maximum number such that a single
level-¢ crossover in a sequence will not lead to decoding error.
This class of ISI-free codes have less than ¢ identical bits in
the beginning of the codewords, and the notation (n, k, ¢, s)
is used to denote that the codeword starts with (at least) s
identical bits and ends with (at least) ¢ identical bits.

To explain why the ISI-free codes could have less than ¢
identical bits in the beginning of their codewords, the ISI-free
(5,2,2) code is taken here as an example. Let us consider the
scenario that a coded sequence {---100|001---} is changed
to {---000[{101---} and leads to decoding error due to a
level-3 crossover, which happens with probability P!(1.2T3).
Note that the symbol “I” denotes the boundary of the consec-
utive codewords. Now consider another case that the coded

)) The exponential term

) in ©(-) is more significant than the term
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TABLE V
CODEWORD ASSIGNMENTS OF THE ISI-FREE (4, 2,2, 1) CODE.

Information bits Codeword Codeword
starting with 0 starting with 1
00 0000 1111
01 0100 1000
10 0011 1100
11 0111 1011

sequence {---100/001---} is changed to {---101]|000---},
where the last bit 1 arrives earlier at the receiver than the three
bit 0’s transmitted before it. This happens with probability
P3(0.4Ty) according to (29). The term P3(0.47}) can be
omitted compared to the term Pl(1.2T}) when T, is large.
As a result, we can remove the first bit of all the codewords
in Table II and rearrange the codewords into pairs by putting
together any two codewords either with the same number
of 1’s or the summation of the numbers of 1’s being 4
(n = 4) to obtain the ISI-free (4,2,2,1) code shown in
Table V. The increase in R from 0.4 to 0.5 reduces the
dominant term of BER from P!(1.27},) to P}(1.5T}), but
boosts the previously-ignored term P3(0.4T}) to P?(0.5T}),
which is now as significant as P!(1.57}) since they have the

. 2 .
same exponential term exp —%). Nevertheless, it can

be shown that the approximated BER of the ISI-free (4,2, 2,1)
code is 3

Z(1301(1.57},) + P%(0.5Ty)),

which is much smaller than 2P,(T}) of the ISI-free (4,2,1)
code or £ P(1.2T}) of the ISI-free (5,2,2) code when T, is
large. The decoding rule of the ISI-free (4, 2,2, 1) code is the
same as that of the ISI-free (4,2, 1) code.

3) ISI-free (n,k,{,s) Code Family: We have shown that
the family-I ISI-free (n,k,¢) codes are the best among the
three families in terms of BER performance. Similar to the
ISI-free (4,2,2,1) code, we construct a family of the ISI-free
(n, k,£,s) codes by removing the first £ — s identical bits in
the family-1 of ISI-free (n,k,¢) codes. Hence, (n,k,¢,s) =
(28 — 1+ s,k, 21 5). The optimal number of the identical
bits which should be removed from the ISI-free (n,k, ¢, s)
codes can be estimated. By defining the ISI-free index of the
ISI-free (n, k, ¢, s) code family as

£(s) = min (R(s+ 12)(8 +2)

the optimal s, namely the remaining number of identical bits,
is given by

(30)

, (0 + I)R) , 3D

(s+1)(s+2) (+1

22k —1+4+s8) "2k —1+s)"
(32)

When (s + 1)(s + 2)/2 is larger than ¢ + 1, the term

(s+1)(s42) 41
2(2F—1+4s)’ 2F—1+s
in s. Therefore, (32) becomes

arg max £(s) = arg max min (

min ( ) becomes smaller with the increase
1 2
argmax o DE+2)

' (33)
Sﬁceil(w) 2(2k — 14+ S)

The solution to this maximization problem is

ceil (L VQQW) since the term in argmax(-) has extreme

values only at s < 0 when k > 1. Therefore, the family of
the ISI-free (n, k, ¢, s) codes includes (4,2,2,1), (9,3,4,2),
(18,4,8,3), (36,5,16,5), and so on. The decoding rule of
the ISI-free (n,k,¢,s) family is the same as that of the
ISI-free (n, k,¢) code family-I and family-II.

C. Coded-modulation with the ISI-free Code Families

The ISI-free codes can also be implemented upon modu-
lation schemes M-m with m > 1. For the ISI-free (n,k,¥)
code families and the ISI-free (n,k,¢,s) code family, the
transmitter sends mm molecules for every codeword. The
receiver gathers nm molecules and counts the number of the
molecules standing for bit 1. This number is divided by n and
round to the closest decimal. By applying the decoding rule
for the ISI-free code family with m = 1 (the M-1 scheme),
the information bits are obtained. Take the ISI-free (4,2,2,1)
code upon M-3 as an example. When the number of 1’s lies in
the closed intervals [0, 1], [2,4], [5, 7], [8,10] and [11,12], the
coded-modulation in effect will decode the information bits
as “00”, “01”, “10”, “11”, and “00”, respectively.

For different M-m systems, one should also take into ac-
count the number of molecules spent in unit time to make the
BER performance comparison fair. Define F, as the molecules
spent in unit time at the transmitter, then E. = R’}b . Under the
same throughput 1/7Ty, m is chosen to make sure that systems
with different channel code settings have approximately the
same FE.. For example, to compare the BER performance
between an uncoded system and a system coded by the ISI-free
(4,2,2,1) code, one should use M-(2m+ 1) (or M-(2m — 1))
and M-m in the respective systems.

V. IMPROVED CODEWORD ASSIGNMENTS

Inspired by the conventional Gray-coded symbol assign-
ments, the mapping from information bits to codewords can
be improved to get better BER performance for the ISI-free
codes. Take the ISI-free (4,2,1) code as an example. The
optimal codeword assignments are to let information bits “00”,
“017, “117, and “10” be the pairs Cy, C, Co, and Cs, respec-
tively. Then, when any pair C is detected wrongly as another
pair C due to a level-2 crossover, only half of the information
bits is flipped. Therefore, the BER of the ISI-free (4,2, 1) code
is reduced to § x (§P.(Ty) x 6+ 2 Po(Ty) x 2) x 3 = 1 Pe(T},),
with approximately 33% in reduction. Notice that the re-
assignments of codewords will change their decoding rules.

Information bits could be manually assigned to codewords
with the knowledge of probability P[C; — Cj/], which
accounts for the most likely scenario of bit error. For example,
suppose that k£ = 4 and there are 16 C;’s, j € {0,1,---,15}.
The two-dimensional 4-bit Gray-coding map is shown at the
left hand side of Fig. 3, where the four bits in each grid
are information bits to be assigned to Cj;’s. Note that for
information bits in neighboring grids, their Hamming distance
is only one. Also note that the 4-bit Gray-coding map should
be extended to include more neighboring grids as shown at
the right hand side of Fig. 3. If all the pairs of C;’s with
probability P[C; — C)/] are neighbors in the Gray-coding
map, then all the possible wrong decisions of C;’s only lead
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0000010011100 1000 0010§0110§1110]1010
100040000{0100]11001000 0000
00011010111101|1001 | 100110001§0101§1101§1001§0001
o0o11lo1111111111011 101110011§0111§1111§1011§0011
101040010{0110§1110§1010§0010
0010|0110|1110(1010 e e | e
Fig. 3. A 4-bit Gray coding map.

to one bit error. Therefore, the optimal codeword assignments
are achieved.

Generally speaking, for an ISI-free code, not all the pairs
of C;’s with probability P[C; — C}/] could be assigned as
neighbors in Gray-coding maps. Then, the pairs with smaller
error probability should be assigned to have larger Hamming
distance. It is interesting to develop efficient algorithms to
guarantee the optimality of the mapping between information
bits and codewords, which is left as future works.

VI. DECODING COMPLEXITY

Since this work is motivated by the limited computational
capability of nanomachines, we compare the decoding com-
plexity of the proposed ISI-free codes with some popular
channel codes in this section.

The decoding of the ISI-free (n,k,[,s) code family takes
only an accumulator to count the numbers of 1’s, summing up
to at most n. Whenever the receiver receives a molecule, the
accumulator only has to make a decision: plus one or remain
the same value. At the end of a codeword, depending on the
number of 1’s, the decoder may perform only a subtraction.

In [15], we compare the ISI-free (4,2,1) code with the
[133,171] convolutional code and show that the ISI-free
(4,2,1) code outperforms the [133,171] convolutional code
when T} is small. Since the proposed ISI-free (n,k,l,s)
codes far outperform the ISI-free (4,2,1) code, the ISI-
free (n,k,l,s) codes also outperform convolutional codes.
Therefore, the [133,171] convolutional code is used for the
decoding complexity comparison. The Viterbi decoder for
convolutional codes is suggested to use five times of its
encoding memory for each path (called survivors). For the
decoding of the [133,171] convolutional code, it has 26 trellis
paths, each with at least 30 information bits, and thus overall
960 bits should be stored. Also, each time it should perform
27 additions and 27 comparisons to maintain the metrics of
26 survivors. In conclusion, the decoding complexities of the
ISI-free codes are far less than that of the convolutional codes.

The decoding complexity of some other popular channel
codes is generally larger than the proposed ISI-free codes. The
computational complexity of BCH decoders is O(n? log(n)?)
[22] and the complexity of the syndrome-based decoding of
Reed-Solomon codes is O(n(log, n)?) [23], where n is the
code length. Usually, large n is required in order to achieve
good performance, which makes the complexity high.

The decoding complexity using belief propagation for
LDPC codes can be calculated as O(2Jp + 4rq), where J
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Fig. 4. Comparison of simulations and theoretical approximations for the

ISI-free (4,2,1), (7,4,2), and (5,2, 2) codes.

is the number of rows, r is the number of columns in the
parity-check matrix with each row consisting of p 1’s and
each column consisting of ¢ 1’s ([9], page 877). The decoding
complexity of LDPC codes is thus prohibitively high for
nanomachines. This shows the superiority of the proposed ISI-
free codes in terms of decoding complexity.

VII. NUMERICAL EXAMPLES

In this section, numerical examples of the diffusion-based
molecular communications with and without coding are pre-
sented. Information bits are transmitted randomly and the
simulation parameters are as follows: the temperature is
set to 298 K, the viscosity of water is 0.894 mPa-s, the
molecule radius is 10 nm, the distance between the trans-
mitter and the receiver is 10 um, the diffusion coefficient is
2.44038x 107" m?/s, and the drift velocity is 10 pm/s.

First, let us investigate the accuracy of the theoretical BER
approximations of the ISI-free codes. In Fig. 4, the BER curves
of simulations and theoretical approximations using (8) for
the ISI-free (4,2, 1) code, the ISI-free (7,4,1) code, and the
ISI-free (5,2,2) code upon M-1 are shown. Their theoretical
results agree with the simulations very well, and the BER
performance is better with the increase in the ISI-free index.
Also, we see that the ISI-free codes with larger ISI-free index
have better BER performance.

The simulation results of the ISI-free code families upon
M-1 with Gray-coding are shown in Fig. 5. We compare the
BER performances of the Gray-coded family-I and family-II
ISI-free (n,k,¢) codes with different k. As expected, larger
k results in lower BER due to the increase of the ISI-free
index. Also, as we have predicted, the family-I codes have
lower BER than the family-II codes, but the gap is smaller
with large k. In Fig. 6, the BER performances of the ISI-
free (n,k,¢,s) code family and the ISI-free (n,k,¢) code
family-I are compared. One can see that the BER performance
of the ISI-free (n,k,¢,s) codes is enhanced significantly by
removing the first £ — s bits from the codewords of the ISI-free
(n, k, ) code family-I. For example, at T, = 2 s and T, = 6.5
s, the BER of the ISI-free (4,2,2,1) code is only about 56%
and 12% of the BER of the ISI-free (5,2,2) code.
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Fig. 6. Performance comparison of the ISI-free (n, k, ¢, s) code family and
the family-1 of the ISI-free (n, k, £) codes, both with Gray-coding.

In Fig. 7, the BER performances of the uncoded communi-
cation systems and the ISI-free-coded systems are compared
with different M-m schemes. One can see that systems coded
with the ISI-free (4,2, 2, 1) code upon M-m are better than the
uncoded systems upon M-(2m + 1) when T}, < 2 for cases
of m = 2, m = 3, and m = 4. Even though the uncoded
systems use more molecules in transmission, under the same
throughput 1/73, systems coded with the ISI-free (4,2,2,1)
code turn out to be more desirable in terms of BER.

Finally, Fig. 8 shows the BER performance due to various
distances between the transmitter and the receiver. The figure
is obtained using (30) and T} is set to 5 s. The codeword
assignments of the ISI-free (5,2, 2) code follow Table II and
the codeword assignments of the ISI-free (4,2,2,1) code
follow Table V.

VIII. CONCLUSIONS

In this paper, we have introduced the ISI-free codes and
their BER approximations, and then both aspects have been
explored further. On the one hand, the approximation functions
of the crossover probability have been studied mathematically,
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and their exponentially-decaying properties justify that the ISI-
free index is the dominant factor of the BER performance
of ISI-free codes. Also, the BER approximations have been
shown to match well with the simulation results of the ISI-free
codes. On the other hand, the ISI-free (n, k, £) code families
and the ISI-free (n, k, ¢, s) code family have been proposed,
and both of them enjoy arbitrarily high ISI-free indices and
hence communication reliability under the same throughput
1/Ty. Furthermore, those code families have been realized
upon the modulation schemes M-m. By applying proper M-
m schemes, we have shown that the systems coded with the
ISI-free (4,2, 2, 1) code outperform the uncoded systems even
though the uncoded ones use more molecules in transmission.

The effort in this paper serves as an early attempt to
design practical channel codes in diffusion-based molecular
communications, and the proposed ISI-free codes have proven
to be desirable. The principles in evaluating the BER of
different channel codes are useful guidelines for researchers
to explore promising coding schemes and for designers to
analyze performance-cost tradeoff between different systems.
As shown in this paper, we have applied the proposed ISI-free
codes to the M-m schemes, paving the path of encompass-
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ing more type-based schemes in molecular communications.
Moreover, the ISI-free codes can be modified to utilize more
than two distinguishable kinds of molecules as information
carriers, which is left for future work.
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